Identification of hyperbolic discount factor in dynamic
discrete choice model with multiple terminating
actions

Chao Wang

April 9, 2021

Abstract

This paper studies identification of quasi-hyperbolic discount dynamic discrete choice models
in both finite and infinite horizons, exploring the unique features of the presence of multiple
terminating actions. Under economically meaningful exclusion restrictions, the identification of
discount factors is characterized by polynomial moment conditions. The presence of multiple
terminating actions greatly reduces the complication of the identification and also helps relax
the restrictions imposed on the flow utility function. This paper also examines the impact of
estimating the ‘underlying’ hyperbolic discounting model as the prevalent exponential discount
model. I find that such misspecification could lead to misleading policy implications.
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1 Introduction

The time inconsistency has got extensive attention from economists. The prevalent approach
to model time inconsistency is (quasi-)hyperbolic discounting. Such a framework is convenient in
studying problems like addiction and self-control. (e.g. O’Donoghue and Rabin, 1999, [1]). In
traditional economics, agents are assumed to discount the future value in the exponential rate,
which is similar to the compound interest rate. However, there are more and more evidence from
experiments showing that people may not only evaluate the future in this way. In the lab ex-
periments, considerable amount of people tended to show present-biased preference. For example,
when people are asked about "whether you like 1 dollar tomorrow or 2 dollars two days later”, most
people would choose 1 dollar tomorrow. However, when asked about "whether you like 1 dollar one
month later, or 2 dollars one month plus one day later”, some people would choose 2 dollar case.
In the present-biased model, the intertemperal optimization problem can be regarded as consisting
of many independent selves, one in each period. Every self has different time preference, and they
are inconsistent with each other. That is, the choices made by current self today might not be
preferred by the future self, even if they know the same information. This kind of inconsistency
generates the commitment and self-control problem, and also leaves room for policy intervention.

There are two types of present-biased people called naive and sophisticated agents. The naive
agents are those who care about the future in present-biased mode but perceive that they will
discount the future as if they are using exponential rate tomorrow. That is, naive agents are present-
biased in current period, but think that they will not be biased in the future (when tomorrow really
comes, they are still present-biased). The sophisticated agents are present-biased in current period,
and they know that they will be present-biased in the future.

One big problem in adopting the hyperbolic discounting factor model is joint identification
of both present-biased discounting factor and the exponential discount factor. In the standard
dynamic discrete choice (DDC) model, the discount factor is non-parameterically underidentified.
Fang and Wang (2015) [2] provide the identification for partially naive case. Abbring and Dalijord
(2020) [3] shows that the proof in Fang and Wang (2015) [2] is incorrect. Abbring, Daljord and
Iskhakov (2019) [4] also gives the set identification result of discount factor for sophisticated agents
in finite horizon case. Mahajan, Michel and Tarozzi (2020) [b] gives the identification result of
present-biased time preference with finite horizon. Chan (2017) [6] estimates a DDC model with
hyperbolic discounting factor to analyze the welfare dependence with the identification argument
of Fang and Wang (2015) [2].

Most research above focuses on the finite horizon problem. One big disadvantage of using
finite horizon problem is that it is very easy to characterize the optimal behaviors via backward
induction. However, the identification in this circumstance usually requires getting access to the
data in the final period. This data requirement sometimes is restrictive. On the other hand, there
are plenty of cases when the agents are assumed to make decision across a long time, such as house
mortgage, saving in pension. In those cases it would be hard to observe the final period data.

When the decision is over a long time span, one could expect that the behaviors further away



from the terminal period might be similar to that of the infinite horizon framework. Moreover,
in practice, there are plenty examples that agents do not have a clear recognition of the terminal
period, i.e., random stopping problems. In circumstances like this, a infinite horizon model might
be more appropriate. Due to its difficulty in identification, infinite horizon DDC with hyperbolic
discounting factor has not been sufficiently explored.

In this paper, I provide the conditions of identification of hyperbolic discounting factor in DDC
model, in both finite horizon and infinite horizon scenarios. The identification extends the existing
results, i.e., Rust (1987) [7], Hotz and Miller (1993) [8]. The contribution of this paper is to explore
the unique features of multiple terminating actions, motivated by the borrower’s decisions after
taking up a reverse mortgage in the reality, i.e., Blevins et al (2020) [9]. Terminating actions are
those actions that will terminate the model after being adopted. The introduction of multiple
terminating action can help to reduce the normalization in flow utility function for finite horizon
exponential case [J]. Taking housing mortgage as an example, in each period, the agents can
choose to make interest payment and continue the mortgage, but they could also choose to default
or refinance the mortgage, which will lead to the termination of the mortgage contract. In this
case, there are two kinds of terminating actions, default and refinance. Then housing mortgage can
be regarded as model with multiple terminating actions. I show that multiple terminating action
can also help reduce the normalization requirement in infinite horizon hyperbolic discounting case.
With normalizing the reference flow utility for at least two states, present-biased discounting factor,
exponential discounting factor and flow utility can be identified.

This paper also contributes to the existing literature in that I use Monte Carlo simulations to
understand the difference between the hyperbolic discounting model and the exponential discount-
ing model. Specifically, I first generate the agent’s action according to the optimal behaviors in the
hyperbolic discounting model. I then estimate the model primitives for both the hyperbolic dis-
counting model and the exponential discounting model. I find that exponential discounting model
tends to underestimate the exponential discounting factor, especially when the optimal present-
biased discounting factor is small. In this case, misspecification could also estimate the flow utility
wrongly. I then simulate the agent’s actions under different policy changes using both estimates
to understanding the risk of mis-specification of a hyperbolic discounting model as an exponen-
tial discounting model. ! I find that mis-specification could result in misleading counterfactual
outcomes.

The rest of the paper is organized in the following structure: section 2 provides the DDC model
setup in both infinite horizon case and finite horizon case; section 3 discusses the conditions in
identification of discounting factors; section 4 provides simulation result in a simple case to show

the effect of the misspecification; section 5 concludes.

LThere are research of normalization in reference utility impacting the counterfactual analysis, e.g. Norets and
Tang (2014) [10], Aguirregabiria and Suzuki (2014) [11], Kalouptsidi et al (2015) [12].



2 A General Model of hyperbolic discounting

Consider a dynamic discrete choice model that an individual needs to decides her action in
period t = 1,...,T, where T can be finite or infinite. Let u; represent the individual’s utility at
period t. The life-time utility for an individual with a present-biased time preference at period t

can be represented as

T
Up(ue, g, oup) = ug+ 5 Y 67 huy, (1)
t=t+1

where § captures the individual’s present-biased time preference, and ¢ is the long-term discounting
rate, which is the same as the discount rate in the traditional exponential discounting framework.
This hyperbolic discount factor framework nests the exponential framework that is equivalent to
B =1, meaning that the agent does not have present-biased time preference (Abbring, Daljord and
Iskhakov (2019) [4]).

The dynamic process can be summarized as the follows. In each period ¢, the agent chooses an
action d; from a choice set D = {1,2,..., K}. Prior to making the choice, the agent can observe
state variables z; and € € {€1, ..., €}, where state variables z; are observable to both the agent
and the econometrician, while state variables €; are only observable to the agent.

Following the existing literature, we model that the action-specific private information entering
the agent’s utility function additively separable. That is, the utility function in period ¢ can be

represented as:
Ut(flf,k,k_l,E) - uk,t(‘ka—l) +€k,t7 (2)

where k_; is the action in the last period. We allow the lagged action entering the utility function
for flexibility. In some applications, the lagged action does not affect the flow utility. The state
variables x; are assumed to have finite support X = {z1,x2,--- , 2} and have stationary Markov
process controlled by d;. The transition matrix is defined as Qx(a'|x) if k& € D is chosen. The
shocks €, is independent from x, prior states and choices. The shocks are also independent over
time, across choices, and have type 1 extreme value distributions for analytical simplification.
The agent then chooses her action every period ¢ to maximize the life-time utility at time ¢ by
taking into account the future utility generated by the future selfs who is also a utility maximizer.
For those present-biased agents, there are two types of them depending on how the current self
views their future selfs: sophisticated and naive. The sophisticated agent knows that her future
self is also present-biased and maximizes the life time utility characterized by Equation m, while
the naive agent thinks that the future self is time-consistent and maximizes the life-time utility
characterized by Equation m with 8 = 1. Let 0; : X x RE — D be an arbitrary choice strategy
in period ¢t and oy = {0;}22, be the life-time strategy profile. In what follows, we are going to
characterize the agent’s optimal decision for both sophisticated and naive agent separately.

An intuitive example to understand sophisticated agent’s decision process is: a smoker is con-



sidering quitting smoker every period, a sophisticated agent is aware that it is difficult to quit
smoking now, and it is difficult to quit smoking in the future, but they know that from the long-
term perspective they should quit it. There is conflict between the current self and the self that
focuses on the long term benefit; and the agent is aware of this conflict. On the other hand, there
is not conflict between the perceived future self and the future self.

An intuitive example to understand naive agent’s decision process is: a smoker is considering
quitting smoker every period. The smoker thinks that she will quit tomorrow because the discount
rate of future benefit from quitting smoking tomorrow is only § while it is 3 today. However, when
tomorrow comes, the smoker chooses to continue smoking and thinks that she will quit the next
day. Naive agent tends to postpone unpleasant action and thinks that she will do it in the future
but she continue postpone it when tomorrow comes. There is conflict between the perceived future
self and the future self. Specifically, the perceived future self is time-consistent and maximizes
the long term benefit while the actual decision future self makes is bounded by the present-biased
preference.

To incorporate the prevalent feature of a dynamic discrete choice of terminal actions, we intro-
duce a dummy variable I j_, to control whether the decision process enters into the next period
or not. Specifically, I; = 0 indicates the dynamic process ends while I}, , = 1 means the dynamic

process continues.

2.1 Infinite Horizon Framework

We might follow the existing literature and introduce a factor 3 to measure the level of naiveness

so that we can model the model in a unified framework.

Infinite-horizon Sophisticated agent optimization In infinite horizon model, the flow utility
is stationary and thus can be described as ug(x, k—_1). Also, the agent’s current choice-specific value

function is stationary and can be generally described as
wi(2,k-1;6) = wg(@, k1) + T, B0 > _ vl k;6)Qu(a|), (3)
"
where v(z’, k) is the perceived long-run value function defined as
v(z,k1;6) =BV (2, k_1,€6,6) = us(x,k—1) + (&) + 0E [V (2/,5,€¢;6)|z,5] (4)

where V(x,k_1, €; 6) is the stationary value function under the perceived future self’s strategy profile
. A forward-looking agent faces the tradeoff between current utility and future values discounted
disproportionally by factor 56, while all future utilities are discounted geometrically by factor 4.
Since the agent is sophisticated, her perceptions of the future strategies are consistent with her
current strategy due to stationary. Thus, in equilibrium, her current selves use a perception perfect

strategy (O’Donoghue and Rabin, 1999), which is a strategy profile o* such that each o* is a best



response to her perceived future strategy profile o*:
o*(x,k-1,€) Zafglglag{wk(%k—l;a*)Jrﬁk}- (5)
€

Following the existing literature, we further define the conditional choice probability (CCP) that
represents the probability each action being chosen given the current state variable. Thus, we can

characterize the equilibrium CCPs via the following equation:
pr(z,k_1) = Prlo*(x,k_1,¢) = k] = Priwg(z,k_1;0%) + e, > wpr (2, k_1;0%) + ek, VK # k]

for all k € D;xz € X. Consequently, we can characterize the agent’s optimal decision via the
equilibrium CCPs. Because we assume that the private shocks follow the type-1 extreme value

distribution, the equilibrium CCPs can be represented as

wk(xak—l;p) (6)
Zk’ Wk (I’, k—l; p) ’

where the perceived long-run value function v(z, k_1;p) can be further represented as

pk(aj7 k*l) =

o(z,k1sp) = E

Ugs (o 2,0 (T, k1) + e(c*)+ 4 Z v(z', 0% a’*)QU*(%e/)(m/\x)]

- E.

Wers (s ,6) (x,k_1) +€e(c™)+ (1 —05) Z v(a', o O'I*)QO*(I,&/)(ZE‘,’.%)]

ZE/

= Eemazxy [wk:(x7 k—l) + Ek] + E. 6(1 - B) ZU(J"/: o a/*)Qo*(gE,e) ($,|SU)]

= v —logp(x, k_1) +wg(z,k_1) +6(1 - ) ZIk,kq Zv(:z:’, k; p)Qr (' |x) pr(x, k—
k

m/

which is a one-to-one mapping for the long-term value. Note that the long-term value is an aggrega-
tion over the choice-specific values associated with all possible actions being optimal. Consequently,
the optimal behaviors of the agent can be characterized by Equations B, B, and H By some fixed
point theorem, the perception perfect strategy exists and unique now

2.2 Finite Horizon Framework

For any kind of agent, the choice-specific value function at period T can be written as

Wiy r(T7, k7-1) = Uy (27, K1), kT €D (8)

1)
(7)



For period t # T, since choosing default in last period will affect continuation of the loan, choice

specific value function can be expressed as

ugt(2¢,0) + B0 > Vigr(@e41,0)Qo(wey1|we), ke =0

Ti41E€EX
Wk, (T, k-1 = 0) = ¢ w1 (2,0) + 56 Y Vigr(weg1, DQu(wey1|ze), ke =1 9)
Tip1E€EX
ug (¢, 0), ke =2

Uo,t(l’u 1) + 6 Z Vi+1(33t+170)Q0(33t+1\$t), ke =0
$t+1€X

Wiyt (T, ke—1 = 1) = (10)

Ul,t(xta 1)7 k=1
u2,t(xt7 1)) kt =2

For consistent agent, the present-biased discount factor § = 1, while for inconsistent agent (no
matter sophiticated and naive agent), the present-biased discount factor 5 # 1.
Given the form of the choice-specific value function and the assumption of type-I extreme value

distribution of the random term, we can get the form of conditional choice probability (CCP):

€$p(wkt7t (l’t, ktfl))

> exp(wj(we, ke—1))
jep

Py, (g, k1) = (11)

For the terminal period choice-specific value function it can be seen that CCPs are the same

for all kinds of agents. That is,

exp(ug, (T, kr—1))
P kr_1) = ’ 12
kr 2T W) = 5o 1) 12)
jeD

Then the perceived long-run value function for terminal period is (action 2 is the reference action)

VT(xTv kT—l) = EET [UJT(xT,kT_l,eT),T(xTv kT—l) + ET(UT)]
= Eer [Uor(2por1,er) 0 (@7, kT—1) —u2(27) + er(or)] +ugr(er, kr—1)  (13)

=y —InPr(xr, kr—1) + uor(xr, kr—1)

i Note that here op(zp, kr—1,€er) is the best choice for period T. The last equality holds under
the type-I extreme vale distribution of er. Also note that for all kinds of agents, this perceived
long-run value function for terminal period holds. The reason is that at the terminal period, only
the flow payoff works, and then all agents can ”perceive” the same terminal period value. Then
plug Vp(xp, kr—1) in the expression of choice-specific value function in period 7'— 1, and the CCP

for period T'— 1 can be derived for all kinds of agents. Note that the only differences among all

2Since there is terminating action, the Euler’s constant v does have an impact in the perceived long-run value
function here and it may not be normalized casually.



agents’ CCP at period T'— 1 are the present-biased factor in E and . If we assume that g are
the same for sophisticated agent and naive agent, then the solutions for two-period problem are
exactly the same for them.

Then let’s solving the three-period case for all kinds of agents. Similar to two-period case,
the consistent agent will iterate for another period. Now the differnce comes from the perceived

long-run value function for period T — 1:

Ve 1(vr—1,kr—2) = Ber_ [Vor (wr_ 1 kroer_ 1) T—1(TT—1,k7—2) + ér—1(07-1)

+6 ) Vi(er,01-1)Qop_, (2r]2r-1)]
rzpEeX

= Ee, [wUTA($T71J€T72,6T71),T—1 (foh ka2) +er—1 (UT*I)]

=v—InPyr_i(xr_1,kr—2) + war(zr_1,kr_2)

This expression is different from period T in the continuation value. Then plug this into the expres-
sion of choice-specific value function in period T'— 2, and CCP for all periods can be characterized.

For the sophisticated agent, the perceived long-run value function for period T — 1 is

Vr_1(zr-1,kr—2=0) = By [Uor  (@r 1,060 1), 7—1(T7-1,0) + er—1(07-1)

+6 > Vr(ar, 01-1)Qop_, (zrlvr-1)]
zreX

:EeT[wUT 1($T 1,06T 1)T 1("BT 17O)+6T 1(0-T71)

+(5 1-p Z VT .CCT,O'T 1)QUT l(xT‘q;T 1)]
zreX

=y—InPyr_1(zr-1,0) + wer(xr_1,0)

+6(1 = B)Por-1(xr-1,0) Y Vi(wr,0)Qo(zrlzr—1)
zpeX

+06(1 = pB)Pir—1(xr-1,0 Z Vr(zr, 1)Q1(xr|rr—1)
zpeX

Vr1(@r—1,kr—2=1) = Eep_ [Uor  (@r11er 1) 7—1(T1-1,1) + er—1(07-1)

+6 > Vr(ar, 00-1)Qop_, (zrlor-1)]
zreX

= Eer[Wor  (@r 1 1er 1) 7—1(T7—1,1) + er—1(07-1)

+(5 1-p Z VT .CCT,O'T 1)QUT 1(‘73T“TT 1)]
TrEX

=vy—InPyr_i(zr-1,1) + wer—1(x7-1,1)

+6(1=B)Pora(wr—1,1) Y Vo(er,0)Qo(zrlzr 1)
rzpeX



For different action in the last period, the perceived long-run value functions are different
because they will affect the continuation value.

Then they can be plugged into the choice-specific value function and CCP for period T'— 2 can
be derived.

For the (paritally) naive agent, the problem is more complicated. First define the future self

choice-specific value function:

up(24,0) + 65 S Vier(2e41,0)Qo(xes1|ze), ke =0

Tiy1E€EX
2k, (T, k-1 = 0) = ¢ wr(24,0) + B30 > Vigr(zeg1, 1)Qu(wes]ze), ke =1 (15)
Sct+1€.)(
UQ(.’L’t,O), kt =2

up(z,1) + B8 S Vi1 (2e41,0)Qo(wes1|ze), ke =0

Tiy1E€EX
o (T iy = 1) = u (e, 1), ke =1 (16)

ug(x, 1), ky =2

This is different from the current self choice-specific value function in the sense that it adopts
the present-biased discount factor as B rather than 8. This is because at the current period, the
partially naive agent thinks that she will use ﬁ as present-biased discount factor rather than S
in the future (while she will not behave like that when the future really comes). Also define the

perceived CCP at T — 1 period as

) B exp(zk, (zt, ki—1))
P (wt, k1) = .EZDe;Ep(Zj(xt, ki-1)) -

Then the perceived long-run value function for period 7' — 1 is

Vr_1(wr—1,kr—2 = 0) = Eey_, [Us,_, (2p 1 0,e0_1)(@7-1,0) + €7—1(67-1) + 6 Z Vr(xr, 67-1)Qs,_ (xr|T7-1)]
xrEX

= Eer (257 1 (2r_1,0,e0_1) (07-1,0) + €7-1(57-1)

+6(1-7) Z Vr(xr, 67-1)Qs,_, (xr|T7-1)]

rpEeEX
= —InPa(x7_1,0) + 22(x7_1,0)

+06(1 = B)Po(wr—1,0) > Vi(wr,0)Qo(wr|er 1)
rreX

+06(1 = B)Pi(xr-1,0) > Vp(er, )Qi(vrler—1)
rreX
(18)



Vr1(wr—1,kr—2=1) =By [Us, y(ap o 1ep ) (@71, 1) + e7—1(G7-1) + 6 Z Vr(zr,o7-1)Qs,_, (x7|TT-1)]
zpeX

=Eer[250 1 (@r1 1er ) (@T-1,1) + e7-1(67-1)

+6(1—=5) Y Vi(er,67-1)Qsr_, (wr]ar-1)]

Tz €EX
=~ —InPy(zp_1,1) + z9(z7_1,1)

+ (5(1 — B)p()(xT—h 1) Z VT(xT, O)Q()(JL'T’xT_l)
zpeX

(19)

Then they can be plugged into the choice-specific value function and CCP for period T — 2 can

be derived. For higher period case, it is easily extended from the three-period case.

3 Identification

The data record the state variable and the action decisions taken by the agent in each period.
This section studies how the unknown primitives of the model, Q1, ..., Qk; 5; 0; ug(z) are identified.
We focus on identifying the present-bias § and the discount factor . Given the observed state and
decisions, the transition matrix (J; can be directly identified.

Notice that the choice decision depend on the primitives through the value differences wy(x, k_1)—

wr (x, k_1). Specifically, under the type-1 extreme value distribution, we have

n (pk;(%kfl)

o k:,l)) = w(, k1) — wic(z, k_1), (20)

for all kK € D,z € X. Thus, the choice specific value contrasts can be uniquely recovered from
the observed choice probabilities. Thus, the question boils down to identify the present-bias and
discount factors and flow utility functions using the identified choice specific value contrasts and
transition matrix @, which is pioneered in Hotz and Miller, 1993.

Before we examine the identification of the underlying model primitives, we first introduce the
specific features in the reverse mortgage besides the general framework. In the reverse mortgage
setting, we model the borrower in each period has possible options to choose from, i.e., D = {0, 1,2},
where choice 0 means that the agent chooses to continue (or make decision next period), and choice
2 means that the agent chooses to terminate the project immediately. For option 1, the project
is terminated if the agent has already chosen option 1 in the previous period. Thus, choice 1 and
choice 2 are both terminating actions. That is to say, Ip—2 =0, and Ip—1j_,—1 = 0.

We then exploit the special feature of multiple terminating actions to rewrite the value of action

10



0 and 1 relative to the terminal action 2 as

up(x,0) —ua(z,0) + B0 Y v(a',0)Qo (2 |z), k—1=0,k=0

(k1) — wa(a, ky) = up(x, 1) —ug(z,1) + B0y v(a,0)Qo (2 |z), k-1 =1k= 0<21)
Ry R R ur(2,0) — uz(x,0) + B6 2, v(@’, 1)Qu (2 |2), kg =0,k =1
ui(x, 1) — ug(z, 1), ky=1Lk=1

Consequently, the log odd ratio of action 1 for different lagged action k_; can be represented as

Alnpia(z) = In (gg 8;) —In (i;g 1;) = w1 (x,0) — wa(z,0)] — [wi(x,1) — wa(z, 1)]
_ [u

= [ul(l‘,O) _UQ(Z'?O)] 1($, 1) _UQ(:L‘al)] +ﬁ521}($/71)@1(x,’$)> (22)

which provides a moment condition regarding the product of the present-biased factor and the
discount factor 5§ and the long term value v(z’, 1), while the log odd ratio Alnpia(z) is identified
from the data directly. This log odd ratio is determined by three components, the relative utilities
[ui(x,0) — ug(x,0)] — [ui(z,1) — uz(x,1)], the future discount factor 5d, and the perceived long
term value v(z/,1).

Due to the special features in the DDC models, that an individual makes decisions based on
relative utilities instead of the absolute value of the utilities. Some restrictions regarding the utility

functions are necessary.

Assumption 1 The flow utility satisfies the following restriction.

uo(x,0) —ug(z,1) = ho(z) the punishment of missing payment in the previous year if continuing
ug(x,0) —u2(z,1) = 0 the punishment of missing payment in the previous year if refinancing
up(z,1) —ui(z,0) = wa(z) the extra cost due to termination by default

On the other hand, one can easily test on the exclusion restriction directly via checking how the
previous action affecting the choice over continuing vs refinance. That is, by the terminate action

feature, we have

po(z,0) po(z,1)
n (p‘;(x’ 0)) —In (p‘;(% 1)) = Juo(,0) — us(z,0)] — [uo(x, 1) — us(z, 1)] = ho(z) = 07 (23)

The component in the left-hand side can be directly identified and estimated from the data, while

the component in the right-hand side equals to zero if the exclusion restriction is satisfied.

the following identification holds if the previous assumption is satisfied. If the restriction
on the flow utility is satisfied, following the literature on identification in DDC models, we stack

moment conditions in Equation @ in the following matrix form:

Alnpia = ug + 86Q1v(1), depends on how we impose our restrictions on the flow utility. (24)

11



where Alnpis = [Alnpia(x1), ..., Alnpra(z )] and v(k_1) = [v(z1,k-1),...,v(zs,k_1)] area J x 1
column vector, and the transition matrix @1 is a J x J matrix. From this moment condition,
we can represent the perceived long run value directly as a function of the observed CCPs, the
time-inconsistency, and the discount factor if the transition matrix Q1 is invertible.

To quantity the relationship between the long term value and the CCPs, we express the perceived
long-run value function v(x,k_1) following Equation H Note that the perceived long-run value

function varies with the lagged action k_;.

v(2,0) = m(z,0)+ug(x,0) + 5(1 - Bpo(x,0) Y _ v(a’,0)Qo(x|z) + 6(1 — B)pi(z,0) > v(2',1)Qu(a'|z)

r'eX r'eX

v(z,1) = m(x,1)+wuz(xz, 1)+ (1 — B)po(x, 1) Z v(z’,0)Qo(2'|z),

r'eX

where m(x,k_1) = v — logpk (z, k_1) is directly identified from the observed choice data.
If the restriction on the flow utility is satisfied, i.e., ug(x,0) = ua(x, 1), we then stack the above
equations over all possible values of the state variable x and rewrite them in the following matrix

form:

v(0) = m(0)+uz+ (1 — B)Qoov(0) + 5(1 — B)Q1ov(1)
v(l) = m(1)+uz+6(1 - B)Quv(0), (26)

where us is a J x 1 vector of the flow utility of refinance, and Qk,k_l is the mixture of the transition

matrix and can be represented as

(21, k—1)Qr(x1) (21, k1) [Qr(21]21), Qr(w2]21), -+, Qr (2 5]21)]
Ous = (22, k_1)Qr(z2) _ pe(x2, k—1)[Qr(x1]|22), Qr(w2|x2), - - -, Qr(2 s]T2)]
Pr(z7, k-1)Qr(X) pe(2y, k1) [Qr(21]2 ), Qel22]2s), - Q2|2 )]

which can be identified from the data directly. We then can cancel out the impact of the utility us

on the perceived long-run value function, resulting in the following moment condition:

v(0) — v(1) = m(0) = m(1) + §(1 - 8)(Qoo — Qo1)v(0) + 5(1 — B)Q1ov(1) (27)

Our identification then proceeds in two steps. First of all, we show that the utility functions can
be identified given the discount factor 8 and the time-inconsistency 9, which requires the following
two rank conditions. Second, once the utility function being identified, the model generates polyno-
mial moment conditions with the discount factor and the time-inconsistency as the only unknowns,

allowing identification of both factors.

Assumption 2 Q is of full rank.

Assumption 3 I — 6(1 — 3)(Qoo — Qo1) is full rank

12
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With the full rank condition in Assumption E, we can directly represent the value function v(1)

as a function of the transition matrix and the two discount factors from Equation @:
B171QT (—us + Alnpio) = v(1), (28)

Next, we can express v(0) as a closed-form representation of the CCPs, discount factor 3,0 and
the identified v(1), so that it is identified if the discount factors are known from Equation @ In
addition, the flow utility e is identified from Equation @ given the discount factor 3,d. Then flow
utility function associated with other actions can be identified by Equation @ We summarize this

result in the following theorem.

Proposition 1 Under Assumption @ and B, flow utility function ug(x,k_1) can be identified given
the discount factor 8 and 6.

We have exhaust all variations in the above theorem. Equations @ and @ just identifies uo,
v(1) and v(0). Equation @ just identifies the flow utility for other actions. To identify the discount
factor 8 and &, we need either normalization of utility or some exclusion restrictions.

If the flow utility function ug(x) are normalized for two states x1 , x2, then the discount factor
can be identified. This is because given @ and @, we have

1 1 5—1 —1 1 S—1 1 — A—1 -1 — —_
- _ 1 _ 1 =
Bs (1 — 5)Q01 Qg 5(1— QO (m(1) + u2) 65QOOQ01 Q71 9+ QuoQo1(m(1) + uz)
6(1—-75) =
m(0)+u+ P0G
(29)
where g = —uo+ Alnpio Here we also assume that Qq; is invertible. The expression @ contains

X equations and X + 2 unknown variables us,8 and §. If the flow utility —us for at least two
states are normalized, then the discount factor 5 and d can be identified given some proper rank

conditions.

3.1 identification of finite horizon

Only analyze the sophisticated agent case.

Although more and more panel data are available, there are still plenty of cases where it is
hard to get the final period data, especially for the long term behavior like mortgage data. On
the one hand, the time period is long (usually fifteen to thirteen years in mortgage market) so it
would be hard to find the data for the last periods, on the other hand, there would be selective
problems because agents could leave the project due to death or terminating. In this section, we
would analyze the identification of discounting factors in finite horizon when the final period data

are not available.
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To make the question simplier, we assume that the reference utility function is invariant to time
period, i.e. ug (e, ki—1) = ug (e, ke—1). Here the reference is action 2, so the reference utility
function can be expressed as ug (¢, ki—1). Similar to the infinite horizon case equation @, we have

the condition:

_ p1,¢(24,0) p1¢(z, 1)
Alnpya(zy) = In (p2,t($t, 0)) —In (pz,t(l‘t, 1)>
[wy,(x¢,0) — wa(z4,0)] — [wi (e, 1) — wo(w, 1)]
= Juie(x,0) —ugs(xe,0)] — [wr (e, 1) — ug (e, 1)]

+ B8 Y v (@i, DQu(wesa |z), (30)

Tt4+1

Here I make the similar assumption as infinite horizon case

Assumption 4 The flow utility satisfies the following restriction.

w0,t(z4,0) — wo (24, 1) = hy(2y) the punishment of missing payment in the previous year if continuing
ug(x¢,0) —ug(xy, 1) =0 the punishment of missing payment in the previous year if refinancing
w1 (2, 1) — up (2, 0) = ua(axy) the extra cost due to termination by default

Under assumption H, equation @ can be rewritten (stacking over z;) as
Alnppo = —us + BOQ1v41(1), depends on how we impose our restrictions on the flow utility. (31)

Under assumption E, ver1 can still be expressed as function of discounting factor and the

reference utility:

571571621_1(”2 + Alnpiz) = vi41(1) (32)

The other key identification condition is similar to the expression of perceived long-run value

function @, but in finite horizon case:

vt(:ct, 0) = mt(JIt, 0) + U2($t, O) -+ 5(1 — 5)]?[)71;(%, 0) Z ’Ut+1($t+1, O)Qo(xt+1\a:t)

Ti41EX
+ 0(1 = B)p1(ze,0) Z Vt41 (T41, 1) Q1 (T4 24)
Ti41E€EX
v, 1) = my(w, 1) +ug(z, 1) +6(1— Bpos(z, 1) D v (w41, 0)Qo(weralzr).  (33)
Ti41E€EX

Stacking over x, the perceived long-run value function can be written as

v(0) = my(0) + u2 + (1 — B)Qoovi+1(0) + (1 — B)Q1ove41(1)
ve(1) = my(l) +uz+6(1 — B)Qo1v:+1(0), (34)

Assumption 5 Qoo,Qo1 are of full rank
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If assumption E holds, v¢11(0) can be cancelled out. Then v(0) can be expressed as

v(0) = my(0) +uz + (1 — B)Qurovr+1(1) + QuoQyi (ve(1) — my(1) + uz) (35)

Since equation @ holds for any time ¢, so v¢(0) can be expressed by 3,§ and the reference utility,
too. Then plug the expression of v4(0), v¢(1) into the second equation of @ The moment condition
also contains X equations and X + 2 unknowns (/3,0 and ug). If two states of us(z;) are normalized,
then 3, 0 and the rest of ua(x¢) can be identified. Then further v4(0), v;(1) and other flow utility can
be identified. The difference between finite horizon and infinite horizon is that more non-stationary

flow utility in wo (2, ke—1) and wq (24, ke—1) are allowed.

4 Monte Carlo Simulations

This is a simulation of borrower behavior in a reverse mortgage. In each period, the borrower can
choose to continue, default, or terminate the loan. Especially, default can last for two consecutive
periods, i.e. only when the borrower defaults for two periods, then the loan goes foreclosure. The

borrower can also terminate the loan when she moves or repays the loan.

1. action set: D = {0,1,2}. Action 0 means continuation, and action 1 means default, action
2 means termination. Specially, the loan will terminate if the agent chooses default for two
consecutive periods. In this case, the agent’s flow utility will be the utility from the loan plus

the termination utility since the loan comes to an end.
2. state variable: Supp(X) = {1,2,3,4,5,6} , stands for credit left.
3. time horizon: in this simulation, I use T'= 3, and draw N = 30000 agents.

4. discounting factor: the exponential discount factor § = 0.8 and the sophisticated present-

biased discounting factor g = 0.5.

5. flow utility: following the exclusion restriction assumption m:

01 + O>x k=0,k_1=0
03 + 04 k=0,k_1=1
up(x,k—1) =< 05+ g k=1,k_1=0 (36)
(05 +67)+ (0 +63)r k=1,kq1=1
0, + O k=2

\

In the simulation, I set 61 = 2,00, = 1,03 =3,04=1.5,05 =1.3,05 = —1,07 = 3.3,03 = —1.2.

Following the normalization mentioned before, us(x = 1) = ug(x = 2) = 0.
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6. transition matrix: just for simplicity, set transition matrix as

[0.41 020 0.14 0.10 0.08 0.07|
0.18 0.36 0.18 0.12 0.09 0.07
0.11 0.17 0.34 0.17 0.11 0.09

2 x) = 2|x) = 37
Qo(@'le) = Q') 009 0.11 017 0.34 0.17 0.11 (37)
0.07 0.09 0.12 0.18 0.36 0.18

10.07 0.08 0.10 0.14 0.20 0.41]

4.1 Estimation

I generate the actions of individual agents in the hyperbolic discounting framework. I then
estimate the model primitives for both hyperbolic discounting and exponential discounting models.

For comparison purpose, I present both estimates in Table E]

Table 1: estimation result of parameters

parameters true value present-biased model  s.e. exponential model  s.e.

01 2 2.01 (0.16) 1.96 (0.16)
0 1 1.01 (0.11) 1.03 (0.11)
03 3 3.06 (0.76) 2.81 (0.83)
04 1.5 1.50 (0.35) 1.95 (0.39)
05 1.3 1.30 (0.16) 1.33 (0.16)
O -1 -0.99 (0.12) -1.01 (0.12)
07 3.3 3.37 (0.69) 3.47 (0.74)
O -1.2 -1.22 (0.26) -1.23 (0.27)
) 0.8 0.80 (0.02) 0.42 (0.03)
154 0.5 0.50 (0.04)

From Table [ﬂ, it can be seen that misspecification of exponential discounting model could
underestimate J since there is only one discounting factor, while the optimal model has two. The
exponential discounting model also estimates some parameters in flow utility wrongly. For example,
it overestimates #,. If the model is set with more periods, the effect from misspecification would be
even larger. From the table, it temps to think that there is relation between present-biased model
and exponential model in the sense that (%6, = d. (here the subscript ‘p’ stands for present-biased
discounting model and ‘e’ stands for the exponential discounting model). This is because the model
simulated only consists of three periods. In this case the present-bias may not be severe becasue
the agents only count two period ahead. If the model time horizon is longer, this pattern will

disappear.

4.2 Counterfactual Analysis

I explore the cases of intermediate punishment (or subsidy), and deferred punishment (or sub-

sidy). To be more precise, I compare the cases when I give a subsidy p = 2 immediately when
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the agent chooses default, and the cases when I gives the subsidy p(1 + r) the period after the
agent chooses default. To avoid the income effect, I set the interest rate r = 1/(8 % J) — 1 = 150%.
The results are shown in figure m and figure E In figure m, the green line shows the probability
of choosing default rate under the present-biased model, which is the the benchmark case without
any subsidy. The blue line shows the probability of choosing default rate under the present-biased
model with intermediate subsidy, and the red line shows the probability of choosing default rate
under the exponential model with intermediate subsidy. From the upleft panel of figure m, when
there is no subsidy to default, the default rate under the present-bias model first increases and
then decreases. After the subsidy implies on default, the default rate does increase. However,
the pattern is different for the exponential model. It shows that the default rate is stable at the
beginning and then decreases a lot from the 7'— 2 period. The reason is as following: by backward
induction, in period 7T, the probability to default depends only on the flow utility because there is
no future periods. This also explains why the default rates are the same for the red and blue line:
under the same amount of intermediate subsidy, present-biased model and exponential model are
the same in the final period. For period T — 1, the choice specific value function consists of the
flow utility and the continuation value. Since two model has different values estimated from the
same data (see Table m), the default rates are different. That is, if 61 to 03 are the same for two
models and the 36§ in present-biased model equals to the ¢ in exponential model, then the behavior
in period T — 1 will also be the same for two models.

The key difference between present-biased model and exponential model comes from period
T—2: in this period, continuation value pattern is different for exponential model and present-biased
model (see equation E and equation 77, present-biased model has more complicated continuation
value since [ is not one, which is the exponential case). Since wa(x) = ug(x), the introduction of
extra term in continuation also changes the relative scale of choice specific value function, which
makes the default rate even higher in this case. For periods before T'— 2, the patterns are similar
to T'— 2. Depending on the values of 0, default rates are lower. Also, the introduction of the extra
term also makes the default rate in present-biased model converge much more slowly than that in
exponential model. This graphs shows that misspecification of model in discounting future could
lead to big difference in counterfactual analysis. The upright panel of Figure m characterizes the
case of difference z. In this model setting, higher x leads to lower default rate because 0g is set to
be negative.

Different from upleft case, the downleft case shows monotone pattern. This is because when
the agent defaults for two periods, the loan will terminate. Given the previous action is default
already, choice specific value of default this period is not affected by the complicated continuation
value, but only affected by teh flow utility (see equation @) Then as the time far away from the
final period, the default rate is much lower because it is more valuable to continue. Even with
subsidy on default could not increase default rate much because the subsidy doesn’t offset the big
tempation of continuation.

Comparing different subsidy policy in Figure m and Figure , the default rate is higher in
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deferred subsidy for exponential model because of misspecification in discount factor.

Figure 1: default rate with intermediate subsidy
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5 Conclusion

In this paper, I discuss the identificaiton of hyperbolic discounting factor in widely used dynamic
discrete choice model with both finite horizon and infinite horizon. Under economically meaning-
ful exclusion restrictions, the identification of disocunting factors is characterized by polynomial
moment conditions. The presence of multiple terminating actions greatly reduces the complica-
tion of the identification and also helps relax the restrictions imposed on the flow utility function.
In infinite horizon case, the joint identification of hyperbolic discounting factor and exponential
discounting factor depends on the normalization of at least two states in the reference utility.

I also examine the effect of model misspecification by Monte Carlo simulations. When the
underlying model is hyperbolic, estimation with exponential discounting model lead to wrong esti-
mation in discounting factor and parameters in flow utility. I also find that mis-specification could

result in misleading counterfactual outcomes.
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Figure 2: default rate with deferred subsidy
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